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Business	Challenge
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Capacity	➔ Pop	Scale	Methods
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◆ Read/Write	Separation	
◆ Reading	far	more	than	writing	
◆ Latency	tolerance	
◆ High	availability	read	requirement	

◆ Vertical	Shard	
◆ Business	dimensions	(TRADE PAY TRANS)	

◆ Horizontal	Shard	
◆ User	dimensions



Capacity	➔ Bottleneck
DATABASE	CONNECTIONS	
OceanBase 2M	per	conn)--VERSION	0.5	

MySQL 10W	conns	limit	

ORACLE 8-10M	per	conn

JVM	MEMORY	
		OCEANBASE:	Conns Fetchsize Sqltext…	

MySQL Conns Fetchsize Sqltext…	

ORACLE Conn-pools Conns Pscache Ps-memory

CITY	RESOURCE	
	IDC Electric	power

NET	
bandwidth



Capacity➔	Solution	

METHOD LOCAL/REGION	
All	requests	are	able	to	be	completed	
within	a	single	REGION	

BENIFITS
	CONNECTIONS:	Becomes	1/n	

NET Reduce	the	Internet-based	
Interaction	between	SHARDS	
	SCALABILITY regions	can	deploy	to	
anywhere
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Capacity➔DB	Topology	Map
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How	to	deal	with	host
IDC city	failure?



Requirements
3A+3C

Stability	➔Ablility	and	Requirements
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In	the	financial	system	,	How	
to	weigh	availability	and		
consistency?



ACID	TO	CAP/BASE

AUTOMIC	

•

CONSISTENT	

•

ISOLATION	

•

DURABLE	

•

		FULL	ACID
P	
• Not	always	partition

A	
• 0%-100%

C	
• Many	consistency	levels



ACID	TO	CAP/BASE



Eg1:Pipelined	Data

PRIMARY FAILOVER 
(PRIMARY)

APP(ORDER)

	rule	route

SLAVE FAILOVER 
(SLAVE)

00P	
01P	
….

08F	
09F	
….

Strong	consistency

Basically	Available --data	partition	
	 Affect	the	old	orders	
	 Does	not	affect	new	orders

Soft	state
	 depending	on	the	design

Eventual	consistency

PRIMARY



Eg2:	State	Data

PRIMARY SNAPSHOT

APP(USER)

SLAVE

SLAVE FAILOVER 
(PRIMARY)

MERGE

ASYNC

PRIMARY

Strong	consistency

Basically	Available:		
								Affect	a	part	of	users	or	these	function	

Soft	state
							Merge	data

Eventual	consistency



CITY3CITY2

City

Region

IDC3IDC2

IDC4IDC3IDC2IDC1

IDC1

CITY1

Global

IDC2IDC1

GDBW

GDBR

CDBS

RDBW
RDBFO

Stability	➔ Failure

GDBR

CDBW

RDBFO

Deploy	Complexity( )	
M/S/S	in	different	IDC	and	city	
Read	database	in	every	IDC	
Local	failover	in	different	IDC	
Remote	failover	in	different	city

Failure	Complexity( )	
Host	failure:	G/C/R	
IDC	failure:	G/C/R	
City	failure:	G/CR

GDBS

GDBR

CDBW

GDBR

CDBS

RDBS RDBS

GDBS



	Future	Challenges

• Simple Infrastructure 
• Infrastructure breakthrough 

• Max protection�Distributed database… 

• Cost optimization 
• Efficient scalability through elastic computation 
• OLAP and OLTP systems with hybrid deployment 
• Stores computational separation 
• Business scenarios based optimization 

• Business diversification 
• Payment 
• Social 
• International
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